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THESIS ABSTRACT
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Title: Evaluation of pair-wise similarity spotforming algorithm on real omnidirectional
signals and ambisonic signals with search for improvements on the algorithm

Abstract

This master’s thesis explores, at first, the application of a spotforming algo-

rithm developed by Stefan Wirler to real signals and real ambisonics signals, and

secondly, attempts to better said algorithm through a heuristic pruning and fine-

tuning of the algorithm and an analysis of harmonic structure in the context of

harmonic signals within the Spot Of Interest (SOI). The spotforming algorithm

is based on a post-filter created from the pair-wise coherence of distributed mi-

crophone arrays. The primary objective of this research is to confirm the results

obtained through simulation of the algorithm and observe possible improvements

when using ambisonic signals steered towards the SOI. A secondary objective of

this research is to find improvements to the algorithm once the first objective is

fulfilled. There is little research done on the topic of spotforming. However, inter-

est in the topic has grown in recent years. This technology would prove useful in

noisy environments where only an SOI is targeted, independent of any speaker or

entity. This is indeed a different approach than classical source separation, which

generally focuses on the characteristics of a certain speaker to extract the target

speaker from the mixture. There are also spatial source separation techniques, the

vast majority being beamforming algorithms, in which one separates sources by

selecting a direction different from what we study during this thesis. A more in-

depth explanation will be given in 1.2, 2.1 and 2.2

Objective evaluations have been conducted to assess the effectiveness of these

approaches in terms of the source-to-interference ratio (SIR), source-to-noise ratio

(SNR) and source-to-artefact ratio (SAR) for objective evaluations. The results indi-

cate that using first-order ambisonic signals steered towards the SOI increases SIR
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by an average of −3 dB, 13.3 dB and 1.5 dB for the best method (DSPF) in rooms

with RT60 values of 0.33, 0.52 and 1.6 seconds respectively. The results for the

other methods show a better trend using directional data. A more detailed view

and explanation are given in 5 and 5.3. As for the research done on the criterion

side, both the heuristic pruning and the harmonic structure-based criterion show

an average improvement of 2.7 dB and 1.7 dB for the best method (DSPF) in the

least reverberant case. More tests have been done in different situations, and both

proposed methods show betterment on average as shown in 5 and 5.4. Further-

more, the proposed criterion also shows improvement on average compared to the

criterion used in the original paper.
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CHAPTER 1

INTRODUCTION

In this section, we will go over the background of this thesis, the objectives set and

the motivations for this study.

1.1 Background and context

The research focus of this master’s internship emerged from the desire to evaluate

the spotforming algorithm proposed by Wirler et al. on real signals. While the algo-

rithm was initially assessed using simulated data in the submitted paper [WP24], it was

necessary to validate its performance with real-world signals. Additionally, a poten-

tial enhancement involved utilizing ambisonic signals and directing them toward the

signal of interest (SOI), although this modification has yet to be explored in the submit-

ted paper. The method was intended to be evaluated in various environments, includ-

ing rooms with different reverberation times (RT60) and configurations with varying

numbers of speakers placed at different positions. Throughout the evaluation process,

any potential improvements to the algorithm were thoroughly tested, forming a crucial

component of the master’s thesis.

1.2 Research problems and objective

The typical approach to enhancing or separating a source using microphone ar-

rays is known as beamforming. This technique involves applying specific processing to

a compact array of antennas to emit or receive signals from a designated direction. Ini-

tially introduced in the field of radio communication, beamforming has since been ex-

tensively adopted in acoustics. Various beamforming algorithms exist, including those

described in [Vor13], [EA00], and [Van02]. These algorithms are classified as beamform-

ing methods because they can direct the array towards a specific direction. The critical

distinction between beamforming and spotforming algorithms lies in their focus on di-

rection versus location. For instance, in the scenario illustrated in Fig. 1.1, beamforming

algorithms may struggle to separate two sources, while a spotforming algorithm, pro-

vided the correct location of the desired source, could effectively isolate it from other

present sources, as depicted in Fig. 1.2. The overarching goal of this research is to de-

velop a beamforming algorithm that also incorporates distance as a critical factor.
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Figure 1.1. Illustration of the problems one can encounter with source separation
when using a beamforming algorithm. The microphone array is represented in blue, the
interfering source in red and the desired source in green. The beamformer has a spa-
tial selectivity represented by the blue cone. Here an interfering source and the desired
source are in the same direction as the microphone. This makes source separation diffi-
cult with beamforming algorithms.
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Figure 1.2. Illustration of how spotforming algorithms could solve the problems
encountered using a beamforming algorithm. The blue dots represent the microphone
arrays, the red dot is the interfering source, the green dot is the desired source and the
green area represents the SOI, the area where the algorithm can isolate sources from.

1.3 Significance and motivation of the study

In the previously discussed scenario, repositioning the microphone may resolve

the issue for a beamforming algorithm. However, one can imagine a ring of undesired

noise surrounds the desired target. Such scenarios are often referred to as the "cocktail

party" problem, which exemplifies the challenges of speech recognition in crowded en-

vironments. In this context, if a microphone array is positioned around the sources in

a cocktail party setting, and the desired source is located within the array, a traditional

beamforming solution would likely be inadequate. Conversely, a spotforming approach

12



could potentially address this issue by isolating the desired source from the surrounding

noise.
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CHAPTER 2

LITERATURE REVIEW

This section will first present the state of the art in spot forming. Afterwards, we

will describe the method proposed in the paper this master’s thesis is based on. Finally,

we will briefly describe the concepts of spherical harmonics and ambisonics.

2.1 Review of relevant literature

Spotforming is a relatively unexplored field ; consequently, limited literature is

available on the subject. One notable approach to achieving spotforming was intro-

duced by Kagimoto et al. [Kag+22] through the use of Non-Negative Matrix Factor-

ization (NMF). The core concept involves first generating beamformed signals from

multiple angles, ensuring that the beams overlap at the signal of interest (SOI) so that

all beams capture the SOI’s information. Subsequently, NMF is applied to the concate-

nated beamformed signals to identify a common basis matrix. The activation matrices

are then re-learned to detect the information activated simultaneously across all micro-

phones. This method assumes that the information activated simultaneously originates

from the SOI. A binary mask is then created and applied to the activation matrix to ex-

tract the information corresponding to the SOI.

Another approach to spotforming is presented by Taseska and Habets [TH16], who

propose a method based on Minimum Variance Distortionless Response (MVDR) spot-

forming. This technique utilizes power spectral density matrices to distinguish between

desired and undesired speakers and estimate the probability of the desired speaker be-

ing located within the signal of interest (SOI).

Additionally, the method proposed by Suzuki and Honjo [SH15] closely aligns with

our proposed approach. Suzuki and Honjo introduce a spotforming technique that relies

on overlapping signals captured by two shotgun microphones. A shotgun microphone

is characterized by its directional selectivity, akin to a beamformed or ambisonic sig-

nal. Their method involves delaying and summing the two signals to focus on a specific

SOI. This approach essentially represents the initial stage of the algorithm proposed by

Wirler, as described in 2.2.
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2.2 Theoretical foundations and concepts

Original method

The following section provides a brief overview of the method introduced in the

original work. This explanation assumes an anechoic signal.

In a system with M microphones, the signal received by the m-th microphone is

written as,:

𝑥𝑚 (𝑡) = 𝑠 (𝑡 − 𝜏𝑚). (2.1)

Given a pair of microphones p and q. The inter-microphone time-delay function

(IMTDF) for the signal to reach both microphones can be written as :

𝜏𝑝𝑞 (𝑟𝑠, 𝑟𝑝, 𝑟𝑞) =
∥𝑟𝑠 − 𝑟𝑝 ∥ − ∥𝑟𝑠 − 𝑟𝑞 ∥

𝑐
, (2.2)

with c the speed of sound, rs, rp and rq the positions of the source, the p-th micro-

phone and the q-th microphone respectively.

For the remainder of this document, we will describe the signals in the time-frequency

domain.

The equation given in Eq. 2.1 can be rewritten as :

𝑋𝑚 (𝑘, 𝑛) = 𝑆 (𝑘, 𝑛)𝑒− 𝑗𝜔 (𝑘)𝜏𝑚 , (2.3)

where 𝜔 (k) denotes the angular frequency of the k-th frequency bin.

We can then derive this equation :

𝑒− 𝑗𝜔 (𝑘)𝜏 =
𝑋𝑝𝑋

∗
𝑞

|𝑋𝑝𝑋 ∗
𝑞 |
, (2.4)

where 𝜏 is the time IMTDF for the p-th microphone and the q-th microphone

Given this, we can aim in a specific direction for every pair of microphones. Over-

lapping these directions makes us aim for an SOI because the microphones are dis-

tributed throughout the room.

In the original paper, a combination of the real part of the phase-corrected normal-

ized cross-power spectrum for each microphone pair is used to create the post-filter,

given that a pair passes the criterion. This is written as :
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Φ𝑝𝑞 (𝑘, 𝑛) =
𝑋𝑝𝑋

∗
𝑞

|𝑋𝑝𝑋 ∗
𝑞 |
𝑒 𝑗𝜔 (𝑘)𝜏𝑝𝑞 , (2.5a)

𝐺𝑝𝑞 (𝑘, 𝑛) = max(𝜆𝑝𝑞, Re{Φ𝑝𝑞 (𝑘, 𝑛)}). (2.5b)

For each frequency bin k and time bin n, the value of Gpq(k, n) is between 𝜆pq and

1. Values closer to 1 correspond to information gathered from the SOI. There is then a

combination of the Gpq(k, n) that have passed the criterion. The original criterion given

in the paper is written as : ∑𝐾
𝑘=1 |𝑋𝑝 (𝑘, 𝑛)𝑋 ∗

𝑞 (𝑘, 𝑛) |∑𝐾
𝑘=1

2
𝑀 (𝑀−1)

∑𝑀
𝑖=1

∑𝑀
𝑙=𝑖+1 |𝑋𝑙 (𝑘, 𝑛)𝑋 ∗

𝑖
(𝑘, 𝑛) |

> 1. (2.6)

After the combination scheme, more processing is done, such as temporal smooth-

ing or time-frequency flooring. The final post filter is multiplied by the time-frequency

signal of one of the microphones or the Delay-and-Sum (DaS) signal created from the

combination of all the microphone signals or the output signal of a beamformer, as :

𝑌 (𝑘, 𝑛) = 𝐺 (𝑘, 𝑛)𝑆 (𝑘, 𝑛). (2.7)

In this equation 𝑌 (𝑘, 𝑛) corresponds to the STFT of the output of the algorithm,

𝐺 (𝑘, 𝑛) is the estimated post-filter, and 𝑆 (𝑘, 𝑛) is the STFT of the input signal, whether

the omnidirectional signal or the DaS signal.

We then apply an ISFTF on Y to get the time-domain signal.

Spherical harmonics and ambisonics

The following section briefly introduces the concept of spherical harmonics and

ambisonics. The original algorithm is extended by incorporating directional signals de-

rived from the ambisonic signals. With the advancements of 3D audio, a growing inter-

est to have better spatialisation than the classic stereo setup came about, especially with

the development of virtual reality (VR), which needs 3-dimensional 360◦ audio. The

concept of ambisonics was to consider a 360◦ sphere where audio is coming from with

the centre of the sphere, the listening point. This is the connection between spherical

harmonics and ambisonics. Spherical harmonics are functions defined on the surface of

a sphere. Hence, ambisonics corresponds to a truncated version of spherical harmonics

used in audio.
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Here, we will not show how to derive these functions. However, a representation

of the spherical harmonics can be seen in Fig. 2.1. The most common use of ambison-

ics is the so-called B-format. This is the sound field decomposition up to the first order

of spherical harmonics. This allows one to place or listen to audio with four channels :

the omnidirectional channel (W), the front-back channel (X), the left-right channel (Y)

and the up-down channel (Z). An illustration can be seen in Fig. 2.2. An application of

this would be, for example, when recording a sound field with a microphone capable of

producing B-Format ambisonics, if a source is 90◦ on the xy plane to the microphone,

then the X and Z channels should not pick up anything from that source. Ambisonics

also work sound field reproduction. Given a setup with four speakers regularly spaced

around a listening point, ambisonics can recreate the sound field with spatial localisa-

tion of the source in 2D. If we have an audio source S and we want to make it seem as if

it is coming from an azimuth angle 𝜃 and an elevation angle 𝜙 = 0, the corresponding

W, X, Y and Z channels are created following :

Figure 2.1. An illustration of the spherical harmonics, up to the 3rd degree. The
lobes with a lighter shade have opposite polarity compared to those with a darker
shade. Image taken from [ZF19].

𝑊 =
1
√
2
· 𝑆, (2.8a)

𝑋 = 𝑆 · 𝑐𝑜𝑠 (𝜃 ) · 𝑐𝑜𝑠 (𝜙), (2.8b)

𝑌 = 𝑆 · 𝑠𝑖𝑛(𝜃 ) · 𝑐𝑜𝑠 (𝜙), (2.8c)

𝑍 = 𝑆 · 𝑠𝑖𝑛(𝜙). (2.8d)

Ambisonics is not limited to B-Format. Given microphones with more capsules or

speaker setups with more speakers, we can encode (record) or decode (play) in higher
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Figure 2.2. An illustration of the B-Format channels W, X and Y. The last channel,
Z, would be perpendicular to the X and Y channels.

orders of spherical harmonics. These higher orders allow us to have greater spatial se-

lectivity, as shown in Fig. 2.3 represented by the thickness of the lobe.
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Figure 2.3. First and second order ambisonics in the 2D plane.

Ambisonics can decompose an omnidirectional signal in its spatial components, al-

lowing us to create different directional patterns. For example, we can create a cardioid

pattern with a linear combination of the W channel and the X channel, as following :

𝐶𝑎𝑟𝑑𝑖𝑜𝑖𝑑 =
𝑊 + 𝑋

2
. (2.9)
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CHAPTER 3

PROPOSED METHOD

This chapter describes the modifications used to improve the algorithm’s perfor-

mance.

A way of improving the proposed method is to use directional signals steered to-

wards the SOI instead of omnidirectional signals to estimate the post-filter. The hypoth-

esis is that there should be fewer unwanted signals, such as less influence of the inter-

fering sources and less diffuse reverberation and early reflections captured by the di-

rectional signals outside the SOI. In this study, only signals of the first order were used

to measure the influence of directional signals on the algorithm’s performance. An il-

lustration of this can be seen in Fig. 3.1. We can see the polar patterns are all steered

towards the SOI. This idea aims to eliminate interfering sources from other locations.

In this example, we can see that microphones 1 and 2 might be unusable due to the lo-

cation of the interfering source ; however, the other microphones should suppress the

interfering source as it is not in the path of the other microphones.
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Figure 3.1. Illustration of the steered signals towards a SOI with first order am-
bisonics. The star represents the SOI, the blue dots represent the location of the mi-
crophones and the green square an interfering source. The polar patters represent the
steered ambisonic signal.

3.1 Criteria for choosing pair-wise filters and microphone selection

During this study, the importance of which microphone the algorithm has access

to overall and which microphone pair it uses at each time step to estimate the individual

post-filters was noticed. This relates to the criterion we use as it discriminates whether
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or not to use a particular microphone pair at each time step. In the Wirler et al. paper,

the criterion given is Eq. 2.6. The 1 in the Eq. 2.6, discriminated against microphone

pairs with less energy than the average of all pairs. This value of 1 can be refined to

achieve greater separation. We can also prohibit the algorithm from using some of the

microphones. For example, during a heuristic search for the best microphones to use,

we noticed that excluding microphone 5 in most cases seemed to make the separation

better.

However, in both cases, which microphone to use or the value for the criterion,

the optimal choice for these depends on the situation, whether we are targeting an SOI

with a male or female voice or the value of the room’s RT60. This means that to get the

optimal values in a specific situation, a new heuristic search has to be applied.

Performing a heuristic search every time is time-consuming and not optimal. Elab-

orating a more refined criterion to correctly find the optimal microphone pair at each

time bin autonomously would be the best way to improve this algorithm. The criterion

we propose to overcome this issue is what we call the "harmonic structure" criterion.

This criterion is intended for signals with harmonic structure within the SOI, such as

speech or an instrument.

The central assumption of the method proposed in the original manuscript is that

all frequencies coming from the SOI should have a coherence close to 1 in an ideal sce-

nario. Therefore, if a signal with a harmonic structure is present in the SOI, the funda-

mental frequency of all harmonics should have coherence close to 1. Furthermore, dif-

ferent frequencies can have high coherence at different positions in the room. However,

only the SOI should have all of the frequencies with high coherence, as seen in Fig. 3.4.

The proposed method takes advantage of this by applying a pitch-detection algo-

rithm that works on the harmonic structure of the signal. The pitch-detection algorithm

used in our method is the method proposed by A.P.Klapuri et al. [Kla03].

The first implementation of the proposed method estimated fundamental frequen-

cies in all of the Φ𝑝𝑞 (𝑘, 𝑛). Then, a k-means algorithm would be performed on the es-

timated fundamental frequencies with k being the number of speakers (with harmonic

structure) in the room. The assumption here is that the most commonly found funda-

mental frequency should be that of the speaker in the SOI. We would then select the

Φ𝑝𝑞 (𝑘, 𝑛) for the combination scheme that would belong to the most significant clusters.

This processing is done for each time bin n.

This first approach failed to detect the fundamental frequency because the fre-

quencies that were not present in either speech would have high coherence and make
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Φ𝑝𝑞 (𝑘, 𝑛) too noisy to correctly detect the actual fundamental frequency, as seen in Fig.

3.2.
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Figure 3.2. Values of the variable Gpq for p = 7 and q = 8 at the time bin n = 44. This
can be seen as the FFT of a signal that should have harmonic structure.

To resolve this issue, a threshold is applied to the real part of the non-normalized

phase-shifted cross-spectrum. We call this quantity Φ𝑝𝑞𝑝𝑖𝑡𝑐ℎ . This is written as :

Φ𝑝𝑞𝑝𝑖𝑡𝑐ℎ = Re{𝑋𝑝𝑋 ∗
𝑞𝑒

𝑗𝜔 (𝑘)𝜏𝑝𝑞 }. (3.1)

As we can see in Fig. 3.3, the application of this technique leads to less noisy esti-

mations and therefore, the pitch should be easier to correctly estimate for the algorithm.
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Figure 3.3. Values of the variable Φ𝑝𝑞𝑝𝑖𝑡𝑐ℎ for p = 7 and q = 8 at the time bin n = 44.

However, a few problems are revealed in this figure. The pitch detection algorithm

is intended to work on FFTs. Therefore, we want something comparable to an FFT. As

shown in Fig. 3.3, we have negative values in our coherence, which are impossible in

21



an FFT ; we need positive values. In the original paper, Wirler et al. took the maximum

between the real part of the Φ𝑝𝑞 and a hyperparameter 𝜆𝑝𝑞 , as seen in Eq. 2.5. This is

for a limited half-wave rectification. So in this case, we could also do the same here.

However, if we look closer at our coherence values, we notice that the negative minima

correspond to the harmonics of the desired source. We have some hypotheses as to why

we have negative coherence values for frequencies from the SOI. The first one is that

the phase rectification might be too imprecise. Another possibility for these negative

values is the simplicity of the signal model. We can see in Eq. 2.1 that the signal model

we use only considers direct sound. Reverberation is not taken into account here. We

could use more elaborate models that consider the room’s effect, affecting the phase

shift we apply. We would then achieve better results, especially when testing in higher

reverberation settings. In any case, the solution to this problem we used was to apply

the absolute function to the estimated coherence as :

Φ𝑝𝑞𝑝𝑖𝑡𝑐ℎ = abs{ℜ𝔢{𝑋𝑝𝑋 ∗
𝑞𝑒

𝑗𝜔 (𝑘)𝜏𝑝𝑞 }}. (3.2)

We apply some additional processing, such as more flooring, to make the estima-

tion more robust against noise, and normalizing is done to make the estimation inde-

pendent of the gain of the microphone. We therefore add these 2 steps, Eq. 3.3 and Eq.

3.4, before estimating pitch :

Φ𝑝𝑞𝑝𝑖𝑡𝑐ℎ =


Φ𝑝𝑞𝑝𝑖𝑡𝑐ℎ if Φ𝑝𝑞𝑝𝑖𝑡𝑐ℎ > 50

0 otherwise
, (3.3)

Φ𝑝𝑞𝑝𝑖𝑡𝑐ℎ =
Φ𝑝𝑞𝑝𝑖𝑡𝑐ℎ

max(abs{Φ𝑝𝑞𝑝𝑖𝑡𝑐ℎ})
. (3.4)

The pitch estimation is then applied on Φ𝑝𝑞𝑝𝑖𝑡𝑐ℎ . This process gives us an estimated

pitch for every combination of p and q. We then apply a k-means clustering with k

equal to the number of sources with harmonic structure in the room.

Once we have our clusters, we select the Φ𝑝𝑞 for the combination scheme that has

a corresponding Φ𝑝𝑞𝑝𝑖𝑡𝑐ℎ with an estimated pitch inside of the most significant cluster.

Another possible use of this idea is to use one of the values calculated during the

pitch estimation algorithm. To estimate pitch, this algorithm adds or multiplies the val-

ues of the harmonics together and chooses the fundamental frequency with the corre-

sponding highest value. This value corresponds to the amalgamation of the energy in

the harmonics. The original criterion was based on the energy in the cross product of
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Figure 3.4. Graph illustration the regions where different frequencies have a coher-
ence higher than 0.7 given a specific microphone layout. The blue regions represent the
125 Hz frequency, the red regions represent the 250 Hz frequency, and the green region
represents the 500 Hz frequency [WP24].

𝑋𝑝𝑋
∗
𝑞 . Another idea explored during this investigation was to use a criterion based on

the energy in the harmonics instead of the whole signal. However, this thesis does not

present those results as they were not as fruitful as the final proposed method.

Lastly, the idea of taking the overlap of both criteria as a new criterion was ex-

plored. The final criterion is the Φ𝑝𝑞 with an associated estimated pitch in the largest

cluster that also satisfies an energy requirement.

3.2 Additional processing for better extraction

Another improvement proposed, in the case of harmonic signals inside of the SOI,

was to create a filter that boosts the fundamental frequencies and harmonics that were

estimated. The filter implemented was a naive implementation, as can be seen in Fig.

3.5. This addition to the algorithm is not specific to the rest of the algorithm, so any

harmonic signal enhancement algorithm that works on FFTs should work here. This

filter is synthesized by creating a Gaussian function centred around the fundamental

frequency and its harmonics. This is then floored at an arbitrary value ; in this case,

0.2 is used. A slightly more intelligent filter design would consider the source’s inhar-

monicity. The pitch estimation used here considers this and finds the harmonics with

the inharmonicity.

Furthermore, it was noticed that, in general, the more restrictive the criterion, the

better the results. This means fewer Φ𝑝𝑞 in the combination scheme. It could be so re-
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Figure 3.5. Naive filter to boost harmonic signals found in the SOI.

strictive at some time bins that no Φ𝑝𝑞 passed the criterion. In this case, we would set

𝐺𝑝𝑞 to a floor value, as :

𝐺𝑝𝑞 (𝑘, 𝑛) = 𝜆. (3.5)

The separated SOI signal is then calculated as described in Eq. 2.7.
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CHAPTER 4

METHODOLOGY

In the following section, we will first present the data acquisition proposal. We will

then explain the simulation setting and parameters. Afterwards, we will explain how

the directional signal is steered towards the SOI. Finally, we will present the different

metrics and signals we use for our evaluation.

4.1 Dataset acquisitions

The first step needed to evaluate the method in real-world scenarios is to gather

data under different conditions. To do so, the Acoustics lab at Aalto University has a

room with variable acoustics. This is the Arni room, as shown in [uni23]. This room

has 55 individually controllable panels on the walls that can be opened (absorptive) or

closed (reflective) to change the amount of absorption of the sound waves by the walls.

The data was acquired for three different room acoustic configurations. The RT60 val-

ues are 1.6 s, 0.52 s, and 0.33 s from most reverberant to least reverberant, respectively.

These were calculated by following the ISO 3382 guidelines [Int09], which say to "take

averages over the six one-third-octave bands from 400 Hz to 1 250 Hz".

To record the signals, the Digital Audio Workstation (DAW) used was Reaper [Rea23].

This DAW allows us to record many channels at a time. Indeed, we needed to record

152 channels, as there were 8 Zylias during recording, with 19 capsules each.

To get these directional signals in natural conditions, we must use microphones ca-

pable of recording 3D audio. We used spherical microphone arrays, the Zylia ZM-1S mi-

crophones, as seen in Fig. 4.1 [Zyl23]. The 19 capsules of the Zylia allow an ambisonic

recording up to the third order. To get the ambisonic signals from the 19 channels, Zylia

provides an application that converts the 19 channels to the 3rd-order ambisonic sig-

nals. Ambisonics has multiple conventions for channel order and normalization. Here,

we used the ACN channel order convention and the N3D normalization convention.

Using this convention is the standard when using ambisonics.

The layout of the recording can be seen in Fig. 4.2. This layout was chosen to have

the microphones well distributed in the room and the speakers to have different facing

directions.

The gathered impulse responses are convolved to create the acoustic situations

with an anechoic recording of the different speakers. This would be equivalent to play-
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Figure 4.1. Image of a Zylia ZM-1S microphone. Image taken from [Gui23]
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Figure 4.2. Layout of the Zylia ZM-1S microphones and the Genelec 830A speakers
in the Arni room. In red are the speaker locations, and in blue are the microphone loca-
tions. The arrows represent the look direction of the speakers and microphones.

ing those speeches from the speakers directly. However, the impulse response method

makes it easier to make any speaker seem to come from any loudspeaker. To get the

impulse response, we applied the exponential sine-sweep method [Far00].

By the end of the recording, we had the impulse response for every microphone-

speaker pair for three different amounts of reverberation.

More recordings were made in different situations, such as a moving source alone

and with background noise, recorded with Opti-track, but this data was not used in this

master’s thesis and will be used for ongoing research.

4.2 Directional signals

Simulations were conducted to test the algorithm with the different signals and cri-

teria to gather a first indication of the performance. The signals tested were a baseline
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signal, the first-order ambisonic signal and a cardioid signal created from that baseline

signal. The baseline signal would be either the omnidirectional signal or the DaS signal.

From this, we can evaluate the method’s effectiveness for different positions of an in-

terfering source. Unlike the evaluation with the real signal in which we apply the post

filter to the microphone 3, here we apply the post filter to the closest microphone to the

source. The interfering source moves through a regularly spaced grid of 18 positions

distant 1 m from each other. The following tables show the parameters used for this

simulation : Tab. 4.1 and 4.2.

Parameter Value
Sampling Frequency 44100 Hz

Window length 4096 Samples
Window overlap 50 %

Window square-root Hann
Reverberation time 𝑅𝑇60 by octave band [0.4, 0.3, 0.3, 0.25, 0.25, 0.2, 0.2, 0.2] s

Octave band [63, 125, 250, 500, 1000, 2000, 4000, 8000] Hz
Room Size (x y z) [6, 4, 2.5]

Source position (x y z) [2, 2.5, 1.5]
Temporal smoothing factor 0.3

(𝑙𝑎𝑚𝑏𝑑𝑎𝑝𝑞/lambda 0.05
𝐹0 search range [50 500] Hz

Boosting filter floor 0.2

Table 4.1. Hyperparameters used for the simulation

x y z
0.2500 0.2500 1.5000
5.7500 0.2500 1.5000
5.7500 3.7500 1.5000
0.2500 3.7500 1.5000
3.0000 0.2500 1.5000
2.7500 3.7500 1.5000

Table 4.2. Position of the microphones in the simulated room

As for the real signals, once we have obtained the directional signals, we need to

steer them towards the direction of the desired speaker. Ambisonic signals can be ro-

tated virtually to aim towards a specific location. To do so, we must first calculate the

yaw and pitch angles between the X channel of the ambisonic signals and the speaker

in the SOI. The yaw-pitch-roll convention refers to the intrinsic rotations as opposed
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to the Euler angles, which correspond to an extrinsic rotation. During the layout of the

microphones in the Arni room, the microphones were all placed so that the X channel

would face towards the negative Y-axis, which would be towards the bottom of the im-

age in Fig. 4.2, which corresponds to the vector,

x𝑙𝑜𝑜𝑘 =
©«
0

−1
0

ª®®¬ .
To calculate the yaw and pitch angle between the look direction of the microphone and

the SOI with the targeted speaker, we first calculate the vector defined by the difference

between the position of the SOI and the current microphone, as shown in Eq. 4.1, with

xSOI =
©«
𝑥

𝑦

𝑧

ª®®¬
the posisiton of the SOI and

x𝑠𝑝𝑘 =
©«
𝑥

𝑦

𝑧

ª®®¬
the position of the speaker.

xd = xSOI − xspk (4.1)

We then project the vector onto the XY plane to calculate the pitch angle and the

YZ plane to calculate the yaw angle. We calculate the angles using the following :

𝜃 = arctan

(
∥xd × xlook∥
xd · xlook

)
.

Once these angles are found, we use the Matlab functions developed by Politis et

al. [Pol16], which rotate ambisonic signals with the N3D normalization. Once the rota-

tions are performed, the X channel of the current microphone will be steered towards

the SOI as in Fig. 3.1.

4.3 Metrics for evaluation

For the objective evaluation, three different metrics are used : SIR, SDR and SAR.

During this master, greater attention was given to bettering the SIR, which roughly cor-

responds to the quality of the separation between the competing sources, whilst the
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SDR and SAR indicate the audio quality of the output. To calculate these values, we as-

sume that the algorithm’s output is the sum of the target, interferer, noise, and artefact

signals as shown in Eq. 4.2.

𝑠 (𝑡) = 𝑠target(𝑡) + 𝑒interf(𝑡) + 𝑒noise(𝑡) + 𝑒artif(𝑡) (4.2)

These metrics are calculated after the following equation 4.3

SDR := 10 log10(
∥𝑠dist∥2

∥𝑒interf + 𝑒noise + 𝑒artif∥2
) (4.3a)

SIR := 10 log10(
∥𝑠dist∥2
∥𝑒interf∥2

) (4.3b)

SAR := 10 log10(
∥𝑠dist + 𝑒interf + 𝑒noise∥2

∥𝑒artif∥2
) (4.3c)

BSS eval Matlab Toolbox [FGV05] is a Matlab Toolbox that allows us to calculate

these values easily. We also used the sig_align function from the same toolbox. This

function aligns a target signal with a reference signal. In our case, we align the algo-

rithm’s output with the reference signal we want to isolate.

These evaluations were evaluated on different mixtures. The different cases are as

follows :

• 1 Danish male voice, 1 English female voice with Danish male voice in SOI

• 1 Danish male voice, 1 English female voice with English female voice in SOI

• 1 Danish male voice, 1 English female, 1 Danish female voice with Danish male

voice in SOI

• 1 Danish male voice, 1 English female, 1 Danish female voice with English female

voice in SOI

The voices were kept at the same position for all tests, as in that each individual

voice was convoluted with the same speaker for each situation. The male Danish voice

was "placed" at the location of the first speaker, the female English voice was "placed"

at the location of the second speaker and the female Danish voice was "placed" at the

third speaker’s location. First, the second and third speaker refers to the corresponding

speaker numbers as seen in Fig. 4.2.

The original algorithm was evaluated using real signals, including omnidirectional

and directional signals derived from first-order ambisonics recordings. This evaluation
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employed four distinct voice configurations across various combination schemes and

signal types, as outlined in the original study. To maintain consistency and ensure the

audience’s familiarity with the material, the notation utilized in the original paper will

be consistently adopted in this paper to denote the different types of signals. An expla-

nation follows :

• O : This refers to the original signal from the microphone without any processing

done to it. Improvements in other signals should be compared to this baseline.

• DS : This refers to the beamformed signal created with a typical delay-and-sum

beamformer performed on the distributed microphones. This is used as a naive

algorithm we can compare our contributions to.

• OPF : This refers to the signal created by applying the synthesised post-filter us-

ing the multiplicative combination scheme on the O signal.

• OPF2 : This refers to the signal created by applying the synthesised post-filter

using the additive combination scheme on the O signal.

• DSPF : This refers to the signal created by applying the synthesised post-filter

using the multiplicative combination scheme on the DS signal.

• DSPF2 : This refers to the signal created by applying the synthesised post-filter

using the additive combination scheme on the DS signal.

For the other part of the paper (harmonic structure criterion), we evaluated the

proposed criterion and other additions using only the best-performing DSPF signal.

As for any algorithm, hyperparameters must be set. The chosen parameters for the

evaluation are shown in the following Tab. 4.3
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Parameter Value
Sampling Frequency 44100 Hz

Window length 4096 Samples
Window overlap 50 %

Window square-root Hann
Reverberation time 𝑅𝑇60 [0.33, 0.52, 1.6] s

𝜆𝑝𝑞 0.01
𝜆 0.001

Temporal smoothing factor 0.4
Number of estimated harmonics 3

𝐹0 search range [50 500] Hz
Boosting filter floor 0.2

Table 4.3. Hyperparameters used for the evaluation in real conditions.
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CHAPTER 5

RESULTS AND DISCUSSION

In this section, we will first present the simulation results, and then the results

for evaluating the proposed method on omnidirectional signals. Afterwards, we will

present the results using directional signals, and finally, the results obtained through

our work on the criterion will be presented.

In the following sections, "speaker 1" refers to the position of speaker 1 and "speaker

2" refers to the position of speaker 2 in Fig. 4.2. The Danish male voice is emitted from

speaker 1, and the English female voice from speaker 2. We must remember that the

term "aiming for speaker x" does not mean we are targeting a specific signal but the lo-

cation in which that speaker is located.

The tables presented in sections 5.2 to 5.4 are calculated by averaging over dif-

ferent quantities. The left sub-table is calculated by averaging the difference in SIR or

SDR over the different speakers, whilst the right sub-table is calculated by averaging the

difference in SIR or SDR over the different reverberation times. The spk_conf number

refers to the number seen in List 4.3.

In this section, we call the original criterion the "energy" criterion, which discrimi-

nates against microphone pairs with less cross-spectrum energy than the average of all

microphone pairs.

Only the SDR and SIR values are shown here because the different methods and

configurations all have very similar SAR values.

5.1 Simulation results

To give ourselves an indication of the effectiveness of the proposed methods before

being evaluated on real scenarios, we conducted simulations as explained in Section.

4.2.

As shown in the violin plots figs. 5.1 to 5.3, when using only the proposed har-

monic criterion, the metrics, whether in SIR or SDR, do not seem to change much com-

pared to the original criterion. However, the conjunction of the proposed criterion and

the original criterion with the boosting filter does perform better than the original crite-

rion on average. This reinforces the observation that the more constrictive the criterion,

the better the results in terms of SIR. The cardioid and dipole also perform better than

the baseline signal, whether when using the omnidirectional or DaS signals. As shown

32



Figure 5.1. Results of the simulation using the omnidirectional signal and the DaS
signal when using the original criterion. The colored dots represent individual simula-
tion results, whilst the white dot represents the mean for that method.

Figure 5.2. Results of the simulation using the omnidirectional signal and the DaS
signal as a baseline to create the dipole and cardioid signals using only the harmonic
criterion. The colored dots represent individual simulation results, whilst the white dot
represents the mean for that method.

in all three figs. 5.1 to 5.3, the dipole performs slightly better than the cardioid in terms

of SIR. The SIR is the primary metric we are focusing on during this thesis, so we chose

only to use the dipole during the tests with real scenarios. We can also notice a slight

decrease in SDR when using the conjunction criterion with the boosting filter. This is

thought to be caused by the harshness of the boosting filter.
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Figure 5.3. Results of the simulation using the omnidirectional signal and the DaS
signal as a baseline to create the dipole and cardioid signals when using the conjunction
of the original criterion and the harmonic criterion with the boosting filter. The colored
dots represent individual simulation results, whilst the white dot represents the mean
for that method.

5.2 Omnidirectional signals results

(a) SDR (dB) (b) SIR (dB)

Figure 5.4. Evolution of the objective metrics versus the RT60 values of the room
for the omnidirectional signals. The evolution is plotted for all of the tested signals. The
SOI contains a male speaker; there are 2 voices in total.

With the results obtained when evaluating the original method on real omnidi-

rectional signals, we can confirm that, in terms of SIR, the DSPF method is the best-

performing method, as shown in figs. 5.4b, 5.5b, 5.6b and 5.7b, which is also what is

observed in the original paper. However, in terms of SDR, the OPF and OPF2 methods

outperform the other methods, which was not observed in the source paper as shown in

figs. 5.4a, 5.5a, 5.6a and 5.7a.
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(a) SDR (dB) (b) SIR (dB)

Figure 5.5. Evolution of the objective metrics versus the RT60 values of the room
for the omnidirectional signals. The evolution is plotted for all of the tested signals. The
SOI contains an English female speaker; there are 2 voices in total.

(a) SDR (dB) (b) SIR (dB)

Figure 5.6. Evolution of the objective metrics versus the RT60 values of the room
for the omnidirectional signals. The evolution is plotted for all of the tested signals. The
SOI contains the male speaker, there are 3 voices total.

We can see that in almost all configurations, whether method, number of speakers,

speaker in the SOI or reverberation time, the proposed methods have a better SIR than

the original mixture, as we can see in the Tab. 5.1. However, we can find 1 configuration

in which this is not the case. The configuration with 3 speakers aiming for speaker 2

with an RT60 of 0.52 s. These results are very good, as even with higher reverberation,

we can achieve close to 4 dB of gain in SIR, as shown in Tab. 5.3a. Even when testing

with more speakers, we can achieve high gain in SIR, as shown in Tab. 5.3b. Averaging

over all configurations and reverb time, we observe an average difference gain of 7.7 dB.

The low results in terms of SDR, as shown in Tab. 5.2, can be explained by the low
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(a) SDR (dB) (b) SIR (dB)

Figure 5.7. Evolution of the objective metrics versus the RT60 values of the room
for the omnidirectional signals. The evolution is plotted for all of the tested signals. The
SOI contains the English female speaker, there are 3 voices total.

RT60 0.33 s 0.52 s 1.6 s
Avg diff 13.5 dB 6.0 dB 3.7 dB

(a) Averaged over the different
speaker configurations

spk_conf 1 2 3 4
Avg diff 7.7 dB 8.3 dB 6.6 dB 8.3 dB

(b) Averaged over different reverbera-
tion times.

Table 5.1. Average difference in SIR between the original mixture and the DSPF
method.

RT60 0.33 s 0.52 s 1.6 s
Avg diff 0.6 dB -3.8 dB -9.0 dB

(a) Averaged over the different
speaker configurations.

spk_conf 1 2 3 4
Avg diff -5.8 dB -4.7 dB -1.0 dB -4.7 dB

(b) Averaged over different reverbera-
tion times.

Table 5.2. Average difference in SDR between the original mixture and the DSPF
method.

floor values used for the masking. With higher spectral floor values, the SDR values are

expected to improve as the harshness of the filtering is diminished, letting more of the

unwanted signal pass through the filter; however, the SIR values should also decrease at

the same time.

5.3 Directional signal results

As we can see, in general, the first-order ambisonic signals show better results

than we using the omnidirectional signals, especially for acoustic scenes with moder-
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(a) SDR (dB) (b) SIR (dB)

Figure 5.8. Evolution of the objective metrics versus the RT60 values of the room
for the 1st ambisonic signals steered towards the SOI. The evolution is plotted for all of
the tested signals. The SOI contains the male speaker, there are 2 voices total.

(a) SDR (dB) (b) SIR (dB)

Figure 5.9. Evolution of the objective metrics versus the RT60 values of the room
for the 1st ambisonic signals steered towards the SOI. The evolution is plotted for all of
the tested signals. The SOI contains the English female speaker, there are 2 voices total.

ate amounts of reverberation, as seen in the figs. 5.8 to 5.11. As shown in Tab. 5.3, the

SIR for the directional signals improve compared to the omnidirectional signals. The −3
dB in Tab. 5.3a shows worse performance for the directional signals than the omnidirec-

tional signals in acoustically dry environments. This can possibly be explained by poor

steering towards the SOI, which would be less critical in situations with higher rever-

beration. An amplification of the interfering source could also explain it. Indeed, for the

microphones aligned with the interfering source and the SOI, the amplification of the

interfering source could worsen the overall quality of the separation. However, we can

say that overall, using 1st-order ambisonic signals steered towards the SOI improves the
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(a) SDR (dB) (b) SIR (dB)

Figure 5.10. Evolution of the objective metrics versus the RT60 values of the room
for the 1st ambisonic signals steered towards the SOI. The evolution is plotted for all of
the tested signals. The SOI contains the male speaker, there are 3 voices total.

(a) SDR (dB) (b) SIR (dB)

Figure 5.11. Evolution of the objective metrics versus the RT60 values of the room
for the 1st-order ambisonic signals steered towards the SOI. The evolution is plotted for
all of the tested signals. The SOI contains the English female speaker, there are 3 voices
total.

quality of the separation done by the algorithm, as shown in tables 5.3 and 5.4. Calculat-

ing the average difference overall in all configurations and RT60 values, we can observe

an increase of 3.9 dB in SIR. Doing the same analysis for the SDR, we can see the val-

ues in this Tab. 5.4. These show similar gains as for the SIR. The overall average gain in

SDR is 2.2 dB. These results reflect the differences observed during the simulation be-

tween the directional and omnidirectional signals, even showing better improvements

than in the simulation. With these results, we can conclude that using these directional

signals improves the algorithm’s performance, thus confirming the original hypothesis
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for this internship to be true.

RT60 0.33 s 0.52 s 1.6 s
Avg diff -3 dB 13.3 dB 1.5 dB

(a) Averaged over the different
speaker configurations

spk_conf 1 2 3 4
Avg diff 2 dB 7.1 dB 1.4 dB 5.1 dB

(b) Averaged over different reverbera-
tion time

Table 5.3. Average difference in SIR between using omnidirectional signals and 1st
order ambisonics.

RT60 0.33 s 0.52 s 1.6 s
Avg diff -2.4 dB 5.9 dB 3.0 dB

(a) Averaged over the different
speaker configurations.

spk_conf 1 2 3 4
Avg diff 2.5 dB 2.9 dB 1.7 dB 2.8 dB

(b) Averaged over different reverbera-
tion time.

Table 5.4. Average difference in SDR between using omnidirectional signals and 1st
order ambisonics.

5.4 Criteria for choosing pair-wise filters and microphone selection results

For this section, the heuristic pruning and the harmonic structure criterion were

evaluated only using the DSPF signal, as it demonstrated the best results in terms of SIR

in the previous sections.

(a) SDR (dB) (b) SIR (dB)

Figure 5.12. Evolution of the objective metrics versus the RT60 values of the room.
Here, we compare the effectiveness of the criterion and the directional signals to the
original algorithm. The SOI contains the male speaker, there are 2 voices total.

39



(a) SDR (dB) (b) SIR (dB)

Figure 5.13. Evolution of the objective metrics versus the RT60 values of the room.
Here, we compare the effectiveness of the criterion and the directional signals to the
original algorithm. The SOI contains the English female speaker, there are 2 voices total.

(a) SDR (dB) (b) SIR (dB)

Figure 5.14. Evolution of the objective metrics versus the RT60 values of the room.
Here, we compare the effectiveness of the criterion and the directional signals to the
original algorithm. The SOI contains the male speaker, there are 3 voices total.

Out of the two different criteria tested, heuristic and harmonic, the heuristic crite-

rion performs the best. However, in drier settings, the harmonic criterion can be com-

parable with the heuristic pruning criterion, mainly if we use the conjunction of both

criteria with the boosting filter, as we can see in figs. 5.12 to 5.15. Doing the same anal-

ysis as the previous parts, we can see the gains brought by changing the criterion in

tables 5.5 and 5.6. The average difference in SIR using the heuristic pruning criterion

is 3.6 dB, and 1.2 dB for the SDR. Comparing the results obtained with the directional

signals and the heuristic pruning, it seems that, while the heuristic pruning might not
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(a) SDR (dB) (b) SIR (dB)

Figure 5.15. Evolution of the objective metrics versus the RT60 values of the room.
Here, we compare the effectiveness of the criterion and the directional signals to the
original algorithm. The SOI contains the English female speaker, there are 3 voices total.

show as good results as the directional signals in some instances, the heuristic pruning

does seem much more stable over the different configurations.

RT60 0.33 s 0.52 s 1.6 s
Avg diff 2.7 dB 5.8 dB 2.3 dB

(a) Averaged over the different
speaker configurations.

spk_conf 1 2 3 4
Avg diff 4.1 dB 4.2 dB 2.8 dB 3.3 dB

(b) Averaged over different reverbera-
tion times.

Table 5.5. Average difference in SIR between using the heuristic pruning criterion
and the original criterion with omnidirectional signals.

RT60 0.33 s 0.52 s 1.6 s
Avg diff 0.4 dB 2.0 dB 1.2 dB

(a) Averaged over the different
speaker configurations.

spk_conf 1 2 3 4
Avg diff 1.1 dB 1.8 dB 0.3 dB 1.7 dB

(b) Averaged over different reverbera-
tion times.

Table 5.6. Average difference in SDR between using the heuristic pruning criterion
and the original criterion with omnidirectional signals.

As for the harmonic criterion and the conjunction of both criteria with the boost-

ing filter, given the same analysis as the previous cases, the results initially appear less

favourable than anticipated. As shown in tables 5.7 and 5.8, in most cases, the proposed

criterion performs worse than the original method. However, if we take a closer look at

the results, one case seems to be an outlier value, making the average much lower. If we
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take the same averages without taking into account that case, we can see that the pro-

posed criterion does perform better than the original criterion in most cases, as shown

in these tables 5.9 and 5.10. It must also be clear that the harmonic criterion is stochastic

as the k-means centroids are initialised randomly, as opposed to the original criterion

and the heuristic pruning criterion, which are deterministic. To obtain these results, we

did an average of 10 trials. Regarding SIR, we see modest improvements compared to

the original criterion. We get an overall average improvement of 0.3 dB when taking

out the outlier value. As for the SDR, we get worse results than the original criterion,

though this is thought to be caused by the boosting filter applied afterwards. We can

see an overall average change of −1.0 dB. These results do not reflect the improvements

found in the simulations as shown in Fig. 5.3, where we achieve close to 2 dB in gains

in SIR. These results can be explained by the same reasons mentioned before, such as

the simplicity of the model used, the incoherence of the signals, or the possible poor

steering of the directional patterns. Anecdotally, the perception of the quality of the

separation and the SIR values did not match, though an actual perceptual study should

be done to confirm these impressions.

RT60 0.33 s 0.52 s 1.6 s
Avg diff 1.7 dB -1.1 dB -3.1 dB

(a) Averaged over the different
speaker configurations.

spk_conf 1 2 3 4
Avg diff 0.6 dB -4.8 dB 2.5 dB -1.7 dB

(b) Averaged over different
reverberation.

Table 5.7. Average difference in SIR between using the conjunction of the harmonic
criterion and the energy criterion and the original criterion with the boosting filter and
the omnidirectional signals.

RT60 0.33 s 0.52 s 1.6 s
Avg diff -0.2 dB -1.5 dB -2.2 dB

(a) Averaged over the different
speaker configurations.

spk_conf 1 2 3 4
Avg diff -0.5 dB -2.1 dB 0.4 dB -3.0 dB

(b) Averaged over different reverbera-
tion time.

Table 5.8. Average difference in SDR between using the conjunction of the har-
monic criterion and the energy criterion and the original criterion with the boosting
filter and omnidirectional signals.
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RT60 0.33 s 0.52 s 1.6 s
Avg diff 1.7 dB -1.1 dB 0.5 dB

(a) Averaged over the different
speaker configurations.

spk_conf 1 2 3 4
Avg diff 0.6 dB -0.1 dB 2.5 dB -1.7 dB

(b) Averaged over different reverbera-
tion time.

Table 5.9. Average difference in SIR between using the conjunction of the harmonic
criterion and the energy criterion and the original criterion with the boosting filter
and omnidirectional signals without the outlier value. The outlier value is replaced by
a 𝑁𝑎𝑁 value.

RT60 0.33 s 0.52 s 1.6 s
Avg diff -0.2 dB -1.5 dB -1.5 dB

(a) Averaged over the different
speaker configurations.

spk_conf 1 2 3 4
Avg diff -0.5 dB -1.1 dB 0.4 dB -3.0 dB

(b) Averaged over different reverbera-
tion times.

Table 5.10. Average difference in SDR between using the conjunction of the har-
monic criterion and the energy criterion, and the original criterion with the boosting
filter and omnidirectional signals without the outlier value. The outlier value is replaced
by a 𝑁𝑎𝑁 value.

5.5 Addressing limitations

This research was thought to bring solutions to problems such as the cocktail party

; however, during testing, at most, there were only three concurrent speakers, which is

still somewhat different from what the cocktail problem is thought to be. Adding bab-

ble background noise would make this study reflect more realistic settings. Further-

more, the automatic criterion proposed only works with harmonic signals. This is an

improvement ; however, if we use harmonic signals of a specific target, more conven-

tional algorithms still perform better. The idea here is if a harmonic signal moves into

the SOI. Finding a criterion which works for all types of signals would make this algo-

rithm much more robust. Also, as we have addressed in the "Methodology" chapter 4,

the signal model used is very simplistic, as shown in Eq. 2.1, therefore the phase-shift is

undoubtedly wrong, especially in acoustic settings with high RT60 values.

5.6 Suggestions for further research

In the context of this master thesis, different ideas for improvements were pro-

posed. The first is to use different directional beam patterns. The beginning of this in-

ternship was based a lot on the CroPAC algorithm [DP13]. This paper proposes more
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selective beam patterns with fewer "side lobes". In this master thesis, we evaluated the

possible improvements of first-order ambisonics and cardioid beam patterns, which are

large and not very selective. An evaluation should be done on whether more selective

patterns such as the CroPAC, higher ambisonics, or adaptive beam patterns such as

MVDR beamforming improve the algorithm. Another idea that should be investigated

is to make more hyperparameters that depend on RT60 values and frequency. For ex-

ample, making the spectral flooring frequency and RT60 dependent. Something that

should have been done during this internship was to sample the speech signals with a

much lower sampling frequency. Especially when treating speech signals, sampling at

44.1 kHz is unnecessary. Indeed, the original paper’s sampling frequency was 16 kHz.

This would particularly help with the harmonic criterion. We would get much greater

frequency precision with the same amount of samples for our FFT, allowing us to bet-

ter discriminate between speakers. Another idea was to analyse the quality of the sig-

nals using Direct-to-Reverberant (DRR) metrics as a selection criterion. This is likely

to improve the quality of the algorithm. These are ideas that are easy to implement.

There are, however, more complicated aspects to research, such as the problem with

the size of the SOI. As seen in Fig. 3.4, the size of the SOI is frequency-dependent and

can become very small for high frequencies. Researching a way to make the size of the

SOI frequency independent and controllable with a hyperparameter would be optimal.

Lastly, as shown in this manuscript, finding the correct pairs during processing is criti-

cal to the algorithm’s functioning. The proposed method does function better than the

original criterion, but it should only work on harmonic signals, and improvements are

limited compared to the heuristic pruning. Therefore, finding better pruning schemes

should be the priority when conducting research on this algorithm.
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CHAPTER 6

CONCLUSION

During this master thesis, we have gathered data in which different speakers are

present in different acoustic environments with different levels of background noise.

The data contains recordings of these acoustic scenes from 8 different microphones,

capable of omnidirectional and directional recordings up to the third order. We have

evaluated a proposed algorithm for spotforming on real and simulated signals and have

shown the effectiveness of the proposed algorithm in achieving spotforming. We have

evaluated different alterations of the base algorithm with different combination schemes

or base signals. Most of the alterations can separate the audio coming from the SOI

from the original mixture in most configurations. The DSPF method shows the best sep-

aration in most cases, whereas the OPF method shows the best SDR values. Our evalu-

ation of the proposed method using ambisonic signals steered towards the SOI revealed

a crucial factor in the process: the selection of the microphone pairs or the criterion

used. We demonstrated this through two proposed criterion that, when applied, filter

out some microphone pairs. Both the heuristic criterion and the criterion that identi-

fies coherent harmonic signals outperformed the original DSPF method. However, the

heuristic criterion showed significant improvements, underscoring the importance of

the choice of the criterion in the evaluation process. Spotforming is a subject with much

work to be done, whether to be done on this algorithm or in the broader field.
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